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ABSTRACT
This paper proposes an automatic medical report generation frame-
work based on both current medical image and a previous history
report. A keyword list describing the abnormal or special obser-
vations from the medical image is used to represent the image.
In the proposed method, sentence-level structure information of
the history report is extracted with the sentence level embedding.
Then we construct two attention components. One is used to learn
important semantic and sequential information from the keyword
list, the other is used to learn the correlation between the current
keyword list and the history report. Finally, all above information
is combined together to help generating the current report. We con-
duct experiments on a practical ultrasound text dataset collected
from a reputable hospital in Shanghai, China. The experimental
results show that the reports generated by the proposed method
are more accurate and smooth compared with a strong baseline
method.

CCS CONCEPTS
•Computingmethodologies→Natural language generation.
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1 INTRODUCTION
Medical imaging plays a crucial role in the diagnostic management
and medical treatments. Imaging inspection has become a very
common inspection method. Imaging doctors need to browse nu-
merous images and write diagnostic reports with accurate content,
standardized structure and clear semantic meaning, which brings
great challenges and workloads to doctors. In recent years, artificial
intelligence especially deep learning has been making tremendous
progress in various tasks [9]. Deep learning also provides more
possibilities for the automatic generation of medical reports[5].

Intuitively, automatic generation of medical reports includes two
steps, which are understanding the content of the medical image
and generating natural language text to describe its content[12].
The process is well suited to the encoder-decoder framework[8].
In the encoder step, important features of the image are extracted
using conventional neural models such as AlexNet[7], ResNet, and
Inception, etc. In the decoder step, the recurrent neural network gen-
erates the corresponding long text descriptions based on features
extracted by the encoder[13]. However, the quality of the generated
report is unsatisfactory. There are two reasons. Firstly, accurately
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understanding medical images is a challenging task. Even for expe-
rienced specialists, the process of medical image interpretation can
be error-prone. More importantly, medical report always consists
of several sections describing medical observations in detail, which
is long and has flexible structures[6]. It is hard to model very long
sequences and generate accurate, smoothing paragraph to describe
images by using existing methods even the keywords are generated
correctly.

In real situation, the history report of a given patient has great
help in generating his/her current report. As observed in the de-
partment of radiology, radiologists often use the patient’s most
recent previous report for reference. The knowledge implied in
the disease development sequence may help doctors to confirm
or correct abnormal and suspicious observations and descriptions.
Besides, the text structure in the previous report provides guidance
in generating the current report. In our previous work [14], we ini-
tially proposed that using two attentions to learn from the keyword
list obtained by current image and the history report for current
report generation. However, these two attentions are separately
learned, regardless of the influence between the words in history
report and the words in keyword list. In addition, the relationship
between the current keyword list and the history report is ignored.
In this paper, we further study how to emphasize more important
words in the keyword list and also exploit the valuable relationship
between the current keyword list and the history report.

Table 1 illustrates an example of history report, keyword list and
current report. From the table, we can observe that three kinds of in-
formation are very important for current report generation, namely,
abnormal observations in the keyword list, textural structures of
the history report and the combined information in the history
report and current observations. We propose to model semantics
and textual structures of the history report with a BERT-based sen-
tence encoding model. We utilize one attention-based module to
emphasize abnormal keywords in the keyword list. In addition, the
combined information between the keyword list and the history
report is captured with another attention-based module. All these
valuable information are incorporated into an encoder-decoder
based framework for generating current report. Experiments on
a practical ultrasound text dataset from a prestigious hospital in
China verify the effectiveness of the proposed model with more ac-
curate and smoothing generated reports. The 𝐵𝐿𝐸𝑈 _1 and 𝐵𝐿𝐸𝑈 _4
are achieved 83.8% and 76.7% compared with the ground truth
report which are generated by clinical experts.

The rest of the paper is organized as follows. Section 2 introduces
the novel attention network. Section 3 presents the experimental
results and Section 4 concludes the paper.
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Table 1: A triple example of a history report, a keyword set and a ground-truth report. Important examination targets are
indicated in red color. Attributes of organs are denoted in blue color.

History report Keyword set Ground-truth report
The shape of thyroid gland on both sides is normal,
the capsule is smooth, the internal echo is even,
and there are many large and solid nodules with
different sizes in the essence. CFI shows that the
blood supply of thyroid parenchyma is normal. No
abnormal lymph nodes were found in both side of
the neck. No abnormal mass echo was found in
bilateral parathyroid region.

Irregular
shape,uneven,
multiple cystic
solid, increased
blood supply

The shape of bilateral thyroid gland was irregular, the cap-
sule was smooth, the internal echo was diffusely reduced
and uneven. Multiple cystic and solid nodules of different
sizes could be seen in the parenchyma. CFI showed that
the blood supply of thyroid parenchyma increased. No ob-
vious abnormal lymph nodes were found in the both side
of the neck. No obvious abnormal mass echo was found in
bilateral parathyroid area.

2 THE PROPOSED METHOD
2.1 Data
We denote the data sample as a triple 𝐷 = {𝑟, 𝑘, 𝑜}, 𝑜 denotes the
current report, 𝑟 denotes its most recent history report, 𝑘 is the
keyword sequence obtained. 𝐷𝑟 , 𝐷𝑘 , 𝐷𝑦 denote the history report
set, keyword sequence set and current report set respectively. In our
dataset, there are 38042 patients having thyroid ultrasound exami-
nations, in which 21965 patients having more than one thyroid ul-
trasound examination reports. For the patients with more than one
reports, we organize his/her reports as a sequence {𝑑𝑡1 , 𝑑𝑡2 , . . . , 𝑑𝑡𝑚 }
according to the report time 𝑡𝑖 . For the report 𝑑𝑡𝑖 , 𝑖 ≥ 2 in the se-
quence, we choose 𝑑𝑡𝑖−1 and 𝑑𝑡𝑖 as ℎ and 𝑟 . In this way, we obtain
30597 triple samples in total.

2.2 Framework
Figure 1 shows the architecture of our model. The model consists
of encoder layer, attention layer and the decoder layer. The encoder
layer has two modules. In the encoder module, GRU [2] is used
to encode the keyword sequence 𝑘 into a word vector. To extract
the sentence level structure, the report module uses BERT to en-
code each sentence from the history report into a sentence vector,
which is stacked into a sentence vector information matrix. The
report output module in decoder layer is a GRU structure, which
is responsible for predicting words in sequence according to the
output of the attention layer. It is easy to see that the semantics of
the current report consists of two parts. One part is the default or
regular description, the other is the abnormal or special observation.
The formal information should be mainly obtained from the history
information. The keyword sequence should contribute more to the
second part of the report. Thus attention components are designed
in the attention layer. The detailed information is introduced in the
following section.

2.3 The Attention Layer
We utilize one attention-based module to emphasize abnormal key-
words in the keyword list.

Assume the hidden state of the keyword module for a given
keyword sequence 𝑘 as𝐻𝑘 = (ℎ𝑘1 , ℎ

𝑘
2 , ℎ

𝑘
3 , ..., ℎ

𝑘
𝐾
). The output hidden

state of the report module for 𝑟 is denoted as𝐻𝑟 = (ℎ𝑟1, ℎ
𝑟
2, ℎ

𝑟
3, ..., ℎ

𝑟
𝑅
).

The alignment scores of ℎ𝑘
𝑗
and the hidden state ℎ𝑜𝑡 of the report

output module at time 𝑡 is calculated by the typical Bahdanau

attention [1]:

𝑠𝑐𝑜𝑟𝑒𝑐𝑜𝑛𝑡𝑒𝑥𝑡 (ℎ𝑜𝑡 , ℎ𝑘𝑗 ) = 𝑉𝑘2𝑡𝑎𝑛ℎ(𝑊𝑘3ℎ
𝑜
𝑡 +𝑊𝑘4ℎ

𝑘
𝑗 ) (1)

𝛼𝑡 𝑗
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡 =

𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒𝑐𝑜𝑛𝑡𝑒𝑥𝑡 (ℎ𝑜𝑡 , ℎ𝑘𝑗 ))∑𝐾
𝑗=1 𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒𝑐𝑜𝑛𝑡𝑒𝑥𝑡 (ℎ𝑜𝑡 , ℎ𝑘𝑗 ))

(2)

where 𝛼 is the weight vector. As we observed, the weight distribu-
tion obtained from Eqn.2 is a little bit flat. The difference between
scores are reduced. So the importance of the corresponding key-
words are reduced too.

To increase the salience of the keywords, we propose a new
method to combine the advantage of Content base attention[4] and
local-𝑝 attention[10]. The local-𝑝 attention intercepts a window
with 𝑃𝑡 as the center and a length of 2𝐷 + 1 on [1,𝐾], which limits
the scope of attention.It uses Gaussian function to act on the score
at the end to get attention weights. The attention weights obtained
in this way not only rely too much on the accurate selection of
𝑃𝑡 , but also have nothing to do when the number of points to be
emphasized is greater than or equal to 2. It implies that the data
information outside the window will be completely ignored. We
propose highlight attention removes this limited window, and uses
an exponential function instead of the Gaussian function to achieve
the effect of emphasis and weakening.

𝑠𝑐𝑜𝑟𝑒𝑠𝑎𝑙𝑖𝑒𝑛𝑡 (ℎ𝑜𝑡 , ℎ𝑘𝑗 ) = 𝑐𝑜𝑠𝑖𝑛𝑒 (ℎ
𝑜
𝑡 , ℎ

𝑘
𝑗 ) (3)

𝑆𝑐𝑜𝑟𝑒𝑠𝑎𝑙𝑖𝑒𝑛𝑡 measures the degree of similarity between ℎ𝑜𝑡 and ℎ
𝑘
𝑗
.

The more similar they are, the closer the value is to 1. The greater
the difference between them, the closer the value is to -1.

𝛼𝑡 𝑗
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡 =

𝑒𝑥𝑝 (𝑛 · 𝑠𝑐𝑜𝑟𝑒𝑠𝑎𝑙𝑖𝑒𝑛𝑡 (ℎ𝑜𝑡 , ℎ𝑘𝑗 ))
𝑚

(4)

By controlling the size of𝑚 and 𝑛, different exponential functions
can be selected for calculation. So as to achieve different degrees of
emphasis. Then, we calculate the environment vector:

𝐶
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 =

𝐾∑
𝑗=1

𝛼
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 𝑗

· ℎ𝑘𝑗 , 𝐶
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 =

𝐾∑
𝑗=1

𝛼
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 𝑗

· ℎ𝑘𝑗 (5)

Then a soft attention is used to learn to balance the context and
salient information. We use the vector ℎ𝑠𝑡 and 𝐶

𝑘
𝑡 to calculate the
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Figure 1: Overall architecture of the proposed model.

weight.

𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 ) = 𝑉𝑏1𝑡𝑎𝑛ℎ(𝑊𝑏1ℎ𝑠𝑡 +𝑊𝑏2𝐶

𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 ) (6)

𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 ) = 𝑉𝑏2𝑡𝑎𝑛ℎ(𝑊𝑏3ℎ𝑠𝑡 +𝑊𝑏4𝐶

𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 ) (7)

Among them,𝑊𝑏1 ,𝑊𝑏2 ,𝑊𝑏3 ,𝑊𝑏4 , 𝑉𝑏1 , 𝑉𝑏2 are all parameters.

𝛼𝑡
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡 =

𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 ))

𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 ))+𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶

𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 ))

(8)

𝛼𝑡
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡 =

𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 ))

𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡
𝑡 ))+𝑒𝑥𝑝 (𝑠𝑐𝑜𝑟𝑒 (ℎ𝑠𝑡 ,𝐶

𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡
𝑡 ))

(9)

The final context vector 𝐶𝑏𝑡 at time 𝑡 is calculated as follows:

𝐶𝑏𝑡 = 𝛼𝑡
𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡 ·𝐶𝑘𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑡 + 𝛼𝑡𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡 ·𝐶𝑘𝑠𝑎𝑙𝑖𝑒𝑛𝑡𝑡 (10)

The history report is composed of multiple sentences organized
by certain semantic structure. Each sentence has its theme and
meaning. For example, in general, the sentences which describe
the nodule followed the sentences to describe the thyroid gland
background. Obviously, there is a clear structural relationship be-
tween the sentences. Therefore, the sentence vector matrix from the
encoder is used as the input of the second attention module. Two
Bahdanau attentions are used to get relation information among
keywords and sentences of history report respectively and we de-
note them with 𝐶𝑘𝑡 and 𝐶𝑟𝑡 .

A GRU network is used to learn the combined information be-
tween 𝐶𝑟𝑡 and 𝐶

𝑘
𝑡 :

𝑐𝑡𝑥𝑠𝑡 = [𝐶𝑟𝑡 : 𝐶𝑘𝑡 ] (11)
ℎ𝑠𝑡 = 𝐺𝑅𝑈 (𝑐𝑡𝑥𝑠𝑡 , ℎ𝑠𝑡−1) (12)

where ℎ𝑠𝑡 represents the output at time 𝑡 .

2.4 Training and Inference
Given a training example𝐷 = {𝑘, 𝑟, 𝑜}, ourmodel performs encoder-
decoder and produces a distribution𝑦𝑚 = 𝑝 (𝑦𝑚 |{𝑦1, 𝑦2, . . . , 𝑦𝑚−1}, 𝑐𝑡𝑥)
over the words.

The training loss of the model is the sparse cross-entropy losses
as follows:

𝐿𝑜𝑠𝑠 =
∑

𝐿𝑜𝑠𝑠𝑖 =
1
𝑁

∑
𝑖

−
𝑣∑

𝑚=1
𝑦𝑖𝑚 · log𝑦𝑖𝑚 (13)

where 𝑁 is the size of the training set.

3 EXPERIMENTS
3.1 Experimental Setup
3.1.1 Training Configuration. Asmentioned above, the constructed
dataset includes 38042 samples in total. We randomly choose 3000
samples for experiments, in which 80% of them are taken as train-
ing data and the other 20% as test data. For keyword list, we did
not generate it directly from image observation. We extract the
abnormal and special description from the current report.

The model is implemented under the Tensorflow framework. The
number of hidden units in all GRU networks is set to be 256. The
dimension of word embedding is set to be 256. Batch size is set to be
64. Models are trained for 80 epochs with the Adam optimizer[11].
Parameters 𝑚 and 𝑛 in Eq. 4 are empirically set to be 20 and 3.
Sentence representations of history reports are learned with a BRET
model called “roberta-base-word-chinese-cluecorpussmall”[15].

3.1.2 Baseline Methods. Two groups of experiments were con-
ducted. In the first group, we compare the proposed model with
our previous work Co_attention [14], which only consider the
word level information. Here we denote the proposed model with
two attention modules as𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐾𝑒𝑦𝑤𝑜𝑟𝑑_𝑎𝑡𝑡) In the second
group, we testify the effective of each attention module. At first,
the results of the model without the attention for sentence-level
embedding denoted as𝑀 (𝐾𝑒𝑦𝑤𝑜𝑟𝑑_𝑎𝑡𝑡) were provided. Then, we
replace the proposed keyword attention mechanism with single
Bahdanau Attention 𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐵_𝑎𝑡𝑡) , Content Base Attention
𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡,𝐶_𝑎𝑡𝑡), Highlight Attention𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐻_𝑎𝑡𝑡) respec-
tively to testify the effectiveness of the proposed keyword attention
mechanism.

3.1.3 Evaluation Metrics. We use BLEU[14], ChrF[14] and NIST[3]
to measure the similarity between the generated diagnostic re-
port and the target diagnostic report. As we know, the keyword
sequence always reflects abnormal observations and plays a impor-
tant role to represent semantics of current reports. So we further
define the percentage of appeared keywords in target report to
measure the accuracy of the generated report. Let the key word
sequence 𝑟 = {𝑟1, 𝑟2, . . . , 𝑟𝑠 }, and 𝑠 is the number of keywords in
the sequence. Define function 𝑝 (𝑟𝑖 ), if 𝑟𝑖 appears in the generated
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Table 2: Results of different architectures on the generation report tasks.

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 ChrF NIST 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑟,𝑜

Our Model𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐾𝑒𝑦𝑤𝑜𝑟𝑑_𝑎𝑡𝑡) 0.8121 0.7758 0.7466 0.7214 0.8542 4.9537 83.36%
Co_attention Baseline 0.8001 0.7551 0.7190 0.6872 0.8330 4.8908 77.39%
𝑀 (𝐾𝑒𝑦𝑤𝑜𝑟𝑑_𝑎𝑡𝑡) 0.2655 0.1440 0.0857 0.0531 0.3451 1.3504 25.21%
𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐵_𝑎𝑡𝑡) 0.8150 0.7804 0.7524 0.7279 0.8595 4.9668 82.31%
𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡,𝐶_𝑎𝑡𝑡) 0.8081 0.7715 0.7426 0.7175 0.8593 4.9343 82.35%
𝑀 (𝑆𝑒𝑛_𝑎𝑡𝑡, 𝐻_𝑎𝑡𝑡) 0.7964 0.7606 0.7320 0.7076 0.8521 4.8393 82.89%

report 𝑜 , then 𝑝 (𝑟𝑖 ) = 1. The evaluation metric is calculated as

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑟,𝑜 =
∑
𝑟

∑𝑠
𝑖=1

𝑝 (𝑟𝑖 )
𝑠

𝑁
.

3.2 Experimental Results
Table 2 illustrates the experimental results of different methods.
It can be seen that the proposed model outperforms the baseline
model Co-attention in all evaluation metrics. Specifically, for BLEU-
4 score, it is about 5% higher. This demonstrates that the report
generated by the proposed model is more closely related to the
reference report in phrase level measure. More importantly, the
percentage of keywords appear in the report increased from 77.39%
to 83.36%. Since keywords are the crucial information in the refer-
ence report and important prompts for generating the report, the
presence or absence of keywords in the generated report reflects
a considerable part of the correctness of the generated report. Un-
der ideal circumstances, keywords should appear in the generated
report 100%. The significant increase of this evaluation indicator
means that the semantic accuracy of the generated report is im-
proved.

Several other experiment results show the effectiveness of differ-
ent network structures and different attention. It is easy to see that
𝑀 (𝐾𝑒𝑦𝑤𝑜𝑟𝑑_𝑎𝑡𝑡) has poor-performance. It means that the atten-
tion to learn sentence level embedding plays a very important role
in the network. In the next three row of Table 2, we can see that the
𝐵𝐿𝐸𝑈 is declined, which means the sentence similarity between
the generated report and the reference report decreases, while the
percentage of keywords’ appearance in the report increases. This
result tells us that highlight attention has advantages in obtaining
the salient information of keyword sequence, which can make more
keywords appear in the generated report and increase the seman-
tic accuracy of the report. Bahdanau attention is relatively better
at extracting context information, which can make the generated
report closer to the terminology of the reference report. It can also
be seen that the BLEU, ChrF, and NIST of the proposed Model are
closer to the Bahdanau attention model. While the percentage of
keywords that appear in the the report is highest. This proves the
effectiveness of the proposed method.

4 CONCLUSION
This paper proposed a multi-attention model which helps to incor-
porate the sentence level structure and the word level correlation
learned from the history report to generate the current report. The
experiments conducted on the real world dataset show the effec-
tiveness of the proposed method. In the future, we plan to apply
our method to different medical image datasets and try to represent

the structure of history reports with more accurate model such as
tree-based model.
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