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ABSTRACT
Strong restrictions on sharing healthcare data pose a significant bar-
rier to developing and applyingmachine learning (ML) technologies
in this field. Significant effort has been invested in generating “real-
istic but not real” Electronic Medical Record (EMR) data that can be
used to facilitate many aspects of the digital transformation effort
in healthcare [17]. Here we demonstrate a transformer-based Natu-
ral Language Generation approach to supplement the structured
EMR data produced by the open-source Synthea𝑇𝑀 simulation sys-
tem with narrative text fields (‘History of present illness’) that are
semantically consistent with the structured attributes for a given
simulated patient encounter. One central hyperparameter for text
generation is top_p, which determines the trade-off between diver-
sity of generated text, while maintaining fluency and coherency.
We evaluate the generated text via BERT-based text classification,
regular expression matching, domain-specific entity recognition,
and semantic embedding for repetition detection and study the
impact of top_p on these metrics. Our observations show that in-
creasing top_p improves some quality measures while worsening
others. Input from domain experts will be required to find an op-
timal top_p for a specific task. This is preliminary work toward a
larger goal of producing simulated text data suitable for develop-
ing and demonstrating various NLP-based ML approaches in EMR
applications.

CCS CONCEPTS
• Computing methodologies → Neural networks; Natural lan-
guage generation; • Security and privacy → Human and so-
cietal aspects of security and privacy.
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1 INTRODUCTION
Natural Language Generation (NLG) models such as OpenAI’s GPT-
3 [3], and Microsoft’s Turing-NLG [13] have the ability to reason-
ably extrapolate additional text given a partial document “prompt,”
and can address an impressively wide range of Natural Language
Processing (NLP) problems in this way. However, the computational

expense involved in adapting and running these models often pre-
vents us from using them directly; instead, we may need to distill
behavior from a large NLG model into a smaller (and cheaper)
model for production. One way to do this is to use the NLG model
to generate (or augment) training data that in turn can be used
to train conventional machine learning (ML) models, such as text
classifiers or named entity recognition (NER) systems. This paper
documents our efforts to generate and evaluate simulated History
of Present Illness (HPI) narrative text fields to accompany simulated
structured electronic medical record (EMR) data.

1.1 NLG as a Software Paradigm
In a new paradigm of software creation ("Software 3.0"1) you show
the machine what you want it to do in the form of a prompt. The
prompt is a partial document, and the NLG model’s job is to con-
tinue where the prompt leaves off.

How can you tell if the model has generated something appro-
priate for your task? The challenge is to balance creativity with
control; we want the machine to enrich our data with appropriate
descriptive text (like mentioning that a broken arm is accompanied
by pain and swelling or providing a backstory on how the patient
broke her arm) while including specific structured facts consistent
with the context of the simulated medical encounter. In an open-
ended text generation setting, metrics such as ROUGE [9] or BLEU
[12] are not useful [6], and in the absence of a ground truth, metrics
such as perplexity [6] are not measurable. Therefore, we use four
other approaches to analyze the quality of generated passages.

1.2 Simulated Medical Histories
Synthetic data is of particular interest in the medical domain [17].
The unique characteristics of medical data as well as privacy con-
cerns about sharing patient information create barriers for col-
laboration between the clinical and data analysis communities.
Though there is extensive literature on generating synthetic tabu-
lar [4, 10, 14, 17] and imaging [1, 7] data, simulating the free-text
portions of medical records remains a challenge. Much of the pre-
vious work has used rule-based and machine learning methods to
generate de-identified versions of actual clinical notes2 [11]. Here

1Chris Olah Twitter thread https://twitter.com/ch402/status/1273765062633639936
2https://github.com/orenmel/synth-clinical-notes

https://twitter.com/ch402/status/1273765062633639936
https://github.com/orenmel/synth-clinical-notes
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Figure 1: Experiment Design

we describe our preliminary work toward generating narrative text
fields to accompany records generated by the Synthea𝑇𝑀 EMR sim-
ulation system. Synthea𝑇𝑀 is an agent-based platform supporting
a large number of domain expert-contributed modules that make
use of publicly available health statistics, clinical guidelines, and
patient care protocols to model incidence, progression, and treat-
ment of clinical conditions. The simulation runs over the course
of each patient’s lifetime, producing a population of patients in
parallel. The resulting fully synthetic longitudinal medical records
have shown to be to be suitable for a variety of nonclinical sec-
ondary uses, including education and many aspects of healthcare
IT innovation [2, 16]. We use tabular data generated by Synthea to
provide structured facts to the NLG system so it can incorporate
them into narrative text.

2 EXPERIMENT SETUP
The primary goal of this study is to generate HPI narratives for
a set of simulated patient charts. The expectation is to get some
narratives of high linguistic quality that are consistent with the
patients’ charts and the reason for that particular visit.

NLG involves sampling from probability distributions. This is
typically done via nucleus sampling [8], which samples from the
smallest vocabulary that covers the top_p portion of the proba-
bility mass. Choosing a value of p less than 1 causes generated
text to be more coherent, by avoiding sampling from long tails of
low-probability tokens. We will scan over Turing-NLG’s top_p
hyperparameter, to evaluate its effect on metrics of diversity and
consistency. A summary of the data generation and evaluation flow
is demonstrated in Figure 1.

2.1 Prompt design
The prompt contains a single example HPI passage, preceded by a
set of structured facts about the case; these facts are incorporated
in the text. This example was used in the prompt for all patient
encounters. It is appended with a new set of structured facts specific
to each encounter. The NLG model completes the prompt by filling
in text that (hopefully) incorporates these facts.

Figure 2: The prompt we used to induce Turing-NLG to gen-
erate aHPInarrative, having a fewfields from the structured
patient-chart information (highlighted in green).

Figure 3: Example of generated HPI using the prompt in the
previous figure. Entities directly matching structured facts
from the prompt are highlighted in green.

2.2 Example outputs
Desired outputs should incorporate the information from the struc-
tured facts provided for that case and enrich it with general knowl-
edge while not providing extraneous medical details, which could
possibly contradict other details in the record. Figure 3 shows an
example. In addition to the structured facts from the part of the
prompt that was specialized for this particular patient encounter,
the NLG model adds a variety of other information to fill out the
story, including where the patient was seen, how she broke the arm,
what general symptoms accompany this injury (pain and swelling),
what tests are done (x-ray), etc. In future work, we will want to con-
trol more of these details, but we consider this example acceptable
for the current iteration.

Some categories of undesired outputs, such as missing facts, can
be recognized programmatically, while others will require expert
judgment and will need to be addressed in future work. Here are
some examples of undesired outputs: "Mrs. Oretha Flatley is a 5 y/o
female ..." (This is a 5 year old girl who is married.) "Melita is on the
waiting list for an elbow replacement." (Elbows are not like kidneys;
you don’t need to wait for someone to die to get one.) "Ida Mares is
a 15 year old female ..." (Her name was supposed to be ’Isabela’) ’...
a 59 year old male, native Caucasian male ...’ (native Caucasian?) ’...
was given a sling and crutches for her ankle.’ (You use a sling for a
broken arm, not a broken ankle.)

Repeated phrases are a common error in transformer-based [15]
NLG, especially for low values of top_p. Examples are shown in
Figures 7 and 8; Section 3.4 addresses this kind of error.
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Figure 4: Classification accuracy versus top_p value. The
high accuracy on the evaluation dataset suggests that most
of the generated narratives are consistent with the corre-
sponding diagnosis. Note that accuracy drops slightly as
top_p increases, while other plots below show improve-
ments with increasing top_p values.

3 EVALUATION OF OUTPUTS
3.1 Evaluation 1: Diagnosis classification
As a general evaluation of consistency between the generated narra-
tives and their corresponding structured facts , we trained a BERT
text classification model 3 [5] to predict the diagnosis from the
generated text. We prepared a dataset with 6,000 generated narra-
tives, each corresponding to one of two possible diagnoses: fracture
of ankle and fracture of forearm. Figure 4 shows the influence of
Turing-NLG’s top_p parameter on the classification accuracy.

After analyzing the classification errors, we categorized the ma-
jor types of inconsistencies found in the generated text. Here we
list them and provide some examples:

(1) Facts described in generated text unrelated to any of the
possible diagnoses (this is rare). Example text where the di-
agnosis in the corresponding structured facts is "fracture of
forearm" and the model predicted "sprain of ankle":

"Jimmie Medhurst is a 67 y/o white male. He has a history
of hypertension, hypercholesterolemia, gout, and atrial
fibrillation. He is a retired former Army medic."

(2) Facts in generated text related to one (or more) of the possi-
ble diagnoses, but don’t completely describe it. An example
where the diagnosis in the corresponding structured facts is
fracture of ankle and the model predicted sprain of ankle:

"Mr. Lamar Runte is a 16 y/o male who was brought to
urgent care with a splint on his left ankle. He claims that
he injured his ankle when he slipped on the wet pavement.
He states that his ankle has begun to feel tingly and is
swollen to the point where it is difficult to walk. He also
states that he was running late for work when he slipped.
He was walking around at work when his boss noticed the
injury."

(3) Facts in the generated text describing more than one of the
possible diagnoses. Example text where the diagnosis in the

3https://huggingface.co/bert-base-cased

Figure 5: Fraction of passages containing specific regular ex-
pression patterns. Most of these terms are things we expect
to find in a description of a patient with a broken ankle;
these must be supplied by the model as general knowledge
since they do not appear in the prompt. We also tracked the
term "hypertension" since this concept does appear in the
base prompt, though we did not intend for it to be incorpo-
rated in the results in general.

corresponding structured facts is fracture of ankle and the
model predicted sprain of ankle:

"Marva Jacobson is a 16 y/o white female who has a
history of ankle instability (hypoplastic bones in her feet).
She presented to urgent care with a severe ankle sprain
after falling in a parking lot. She complained of severe
pain and swelling to her ankle. A radiograph of her ankle
revealed that it had a moderate fracture. She is in a boot
with crutches for the next 3 weeks."

3.2 Evaluation 2: Pattern matching
We can use regular expression pattern matching to quantify specific
results, such as the use of specific appropriate terminology, and
plot the fraction of generated passages that match the pattern.
Figure 5 shows the frequency of various matches at different values
of top_p. We expect to see terms like "crutches" and "walk" in a
discussion of a broken ankle, and words like "fall" in descriptions
of how the ankle got that way. There is a low level of unintended
leakage of details from the general prompt, exemplified by the
term "hypertension" (this is not normally associated with broken
arms, but it shows up in some of our passages presumably because
it was in the prompt). Note that the frequency of carryover of
"hypertension" seems to be affected by top_p. The same is true of
"Dr. Smith"; when a physician’s name is mentioned in our generated
data, it is most commonly Dr. Smith, who was mentioned in the
prompt.

https://huggingface.co/bert-base-cased
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Figure 6: Exact-match ratio of the first gender/age entity of
the generated text and the query. Though TA4H is not a per-
fect NER extractor, we assume that any retrieval errors are
similar across all the samples.

Figure 7: Exact repeat detectedwith clustering at d=0.01. The
passage ends mid-sentence because it reached the output to-
ken limit.

3.3 Evaluation 3: Comparing inputs to
recovered entities

We used Microsoft’s Text Analytics for Health (TA4H) 4, an Azure
service for named entity recognition in the healthcare domain, and
compared the retrieved entities for gender and age with the origi-
nally specified values. Figure 6 shows how the extracted entities
match the demographic information in the prompt and the impact
of top_p choice on the matching rate.

3.4 Evaluation 4: Clustering and repetition
detection

We used the Turing AGIv5 encoder [18], called Turing-NLR in this
paper, to generate semantic embeddings for sentences individually,
then ran hierarchical clustering using cosine distance with the
‘scipy.cluster.hierarchy‘ ‘ward‘ method. Sentences were assigned
to clusters using ‘fcluster‘ with a distance threshold chosen by
empirically examining clusters until we found one value (0.01) that
gives groups of extremely similar (in most cases exactly repeated)
sentences, and another value (0.1) that groups together sentences
with clear similarity, while allowing some variability. This approach
is useful for finding inexact repeats, as shown in Figures 7, 8, and 9.

The distinct passage fraction is the number of distinct passages
divided by the total number of passages; we also compute the corre-
sponding ratio at the sentence level. A distinct passage fraction of 1
means no passages were repeated within the run of 1000 passages,

4https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/how-
tos/text-analytics-for-health?tabs=ner

Figure 8: Approximate repeats detected with clustering by
loosening the cluster distance to d=0.1. Here two categories
of near-repeats alternate.

Figure 9: Fractions of sentences and passages that are dis-
tinct (not repeated), as a function of top_p.

and a distinct sentence fraction of 1 means no sentences were re-
peated anywhere in the run of passages. A larger distance threshold
requires that sentences (or passages) must be more different from
one another to be considered distinct.

4 DISCUSSION AND FUTURE DIRECTIONS
This paper investigated the impact of the hyperparameter top_p
on measures of diversity and consistency in synthetic "history of
present illness" notes, generated with the Turing NLG model. We
assessed the quality of the generated notes using four different
evaluation metrics and showed that classification accuracy and
exact match ratio worsen with increasing top_p (Figures 4 and
7), while the fractions of sentences and passages that are distinct
improve with increasing top_p (Figure 9). An optimal top_p value
should reflect a balance between these opposing trends.

This work used simplified examples and did not follow a rigorous
medical note structure. Our next iteration will require close collab-
oration with domain experts to design better prompts and develop
structured rubrics for scoring how well the generated text meets
criteria for correctness and realism, and how well it fits in with the
simulated medical record. Medical experts will label examples for
training and testing ML classifiers that can perform this kind of
scoring. To optimize the use of the physicians’ limited time, we plan
to employ an active learning process for labeling. The present work
on programmatic evaluation helps set the stage for this kind of
domain expert supervision by weeding out some obvious problems,
so our domain experts will be able to focus on the aspects that
actually require their expertise.

https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/how-tos/text-analytics-for-health?tabs=ner
https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/how-tos/text-analytics-for-health?tabs=ner
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