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Azure Cognitive Services

Identify and analyze 

content within images, 

videos, and digital ink

Make smarter 

decisions faster

Extract meaning from 

unstructured text

DecisionLanguageVision

Integrate speech 

processing into apps 

and services

Speech



As Part of Cognitive Service: 

Process 

automation

Knowledge 

mining

Industry 

specific 

applications

OCR includes:
• Pages
• Text lines
• Words 

Locations

Customers and 
partners add 
processing to get 
intelligent insights

Form Recognizer includes:
• Text extraction
• Document structure

• Tables
• Selection marks

• Fields and values
• Other intelligence

Document Understanding (Form Recognizer APIs)

Layout Pre-built Custom

OCR (Read API)

Unlocked 
text

ENABLE

ENABLE



OCR
(Read API)



Large scale variability 

Large aspect ratio

Cannot be enclosed tightly by axis-aligned rectangles 

• e.g., skewed/curved text-lines

Nearby small-size text-lines 

• e.g., inter-line space could be less than 2 pixels

Complex/ambiguous layout

Text-like background

• e.g., fences, bricks, stripes

High localization accuracy is required for text recognition 
engine

• “IOU>0.5” criterion is far from enough

Resolutions of input images cannot be reduced 
aggressively 

• to avoid excessive small text instances

Challenges for “Universal OCR”

Street View Product Label

Book Cover

Poster

Slide GIF

Business Card

Document Receipt Invoice



Text Detection

Curved Text Line Rectification
Size Normalization

Orientation Classification

ResultsWFST-based Decoding

Lexicon
Language 

Model

Character 
Model

Faster R-CNN with 
Anchor-free & Scale-friendly 
Region Proposal Network (AF-RPN)

Words & Sub-words

CNN-DBLSTM-CTC
(with teacher-student learning & Tucker decomposition for model compression)

Hybrid LM

Rejection 
& CM

Read API: Microsoft’s New Generation OCR Engine

Input 
Image

A unified engine to recognize mixed printed and handwritten text lines with arbitrary orientations (even flipped)



Our Text Detection Approach

Input Image
Anchor-Free Region Proposal 
Network (AF-RPN) [1] based

Text Segment Detection

Relation Network based 
Line Grouping [2]

Text-lines

[1] JS1-1 “An Anchor-Free Region Proposal Network for Faster R-CNN based Text Detection Approaches,”
Zhuoyao Zhong, Lei Sun, Qiang Huo, ICDAR-2019 oral presentation of the IJDAR paper

[2] PS2-07 “A Relation Network Based Approach to Curved Text Detection,” 
Chixiang Ma, Zhuoyao Zhong, Lei Sun, Qiang Huo, ICDAR-2019

NMS



Anchor-Free Region Proposal Network (AF-RPN)

Small text
segments

Medium text
segments

Large text
segments

+

FPN-P4

DenseBox
Detector

FPN-P3

DenseBox
Detector

FPN-P2

DenseBox
Detector

ResNet50-C1
Stride: 2

ResNet50-C2
Stride: 4

ResNet50-C3
Stride: 8

ResNet50-C4
Stride: 16

+

Scale-friendly learning: each DenseBox [1] only detects texts of scales within an appropriate range.  

[1] L.-C. Huang, Y. Yang, Y.-F. Deng, and Y.-N. Yu, “Unifying landmark localization with end to end object detection,” arXiv, 2015.



Relation Network based Line Grouping

Input Image
Segment Detection 

with AF-RPN
Relation Network    

based Line Grouping
Text-Lines

Inter-Segment 
Link Relationship Prediction

ROI Pooling

Concat

3x3 
Conv

Line 
Groupingfc

Subject & Object 
Segment Pair Construction

NMS

Relation Network[1]

[1] J. Zhang, M. Elhoseiny, S. Cohen, W. Chang, and A. Elgammal, "Relationship proposal networks," in CVPR, 2017, pp. 5678-5686. 

Subject Segment

Object Segment

Relation BBox



• Leverage the link between the pair of relatively distant segments

➢ Able to detect text-lines with large inter-character spaces robustly

• Leverage wider context information to improve link prediction accuracy

➢ More robust

Advantages of Relation Network based Line Grouping

Textness score map Relation Network



SegLink vs. Relation Network

SegLink[1] Relation Network

[1] B.-G. Shi, et al., “Detecting oriented text in natural images by linking segments,” CVPR, 2017.



Examples on SCUT-CTW1500[1]

[1] Y.-L. Liu, L.-W. Jin, S.-T. Zhang, S. Zhang, “Detecting curve text in the wild: New dataset and new solution,” arXiv, 2017.



Challenge of Detecting Small Text 
in High Resolution Images

Text DetectionResize Image

Raw high-resolution image Resized low-resolution image

Text sizes ≪ 12px

Naive solution: use high-resolution image     =>    Very high computation cost 

How to detect small texts efficiently in high-resolution images?



Our Solution: Region-wise Adaptive Scaling

Input Image
1st Stage Text Block 
Detection and Scale 

Estimation

Region-wise   
Adaptive Scaling

2nd Stage Text 
Detection

Text-lines

• Coarsely localize text-block 
regions from a low-resolution 
input image

• Resize each text-block to make
shorter side lengths of contained 
texts in a working range

Adaptively re-scaled 
text-blocks

Detected texts on 
each Re-scaled 

Text-block

Resized low-resolution 
image

Detected text-blocks 
with estimated 

scales

6.6

8.212.415.2

10.1

8.0

6.6

Detected text-blocks 
with estimated scales

…

Final detected texts 

Coarse Fine

A concurrent work: E. Richardson, et al., “It’s All About The Scale - Efficient Text Detection Using Adaptive Scaling,” arXiv:1907.12122, July 28, 2019



Example

Without adaptive scaling With region-wise adaptive scaling



CNN-DBLSTM based Text Decoder

Input

Map 
to 

Sequence

WFST-based
Decoder



Multi-lingual OCR 

Language Expansion

Input image

Output JSON results

Candidate Text-line 
Detection

Relation Network based                 
Line Grouping

Redundant
Line 

Suppression

Backbone 
Network 

(ResNet-FPN)

Text-lines

Text line

Normalization

Text line bounding boxes

Decoded text line & bounding boxes

Script 

Classification

CJK Character Model CJK Language Model CJK Rejection Model

Latin Character Model Latin Language Model Latin Rejection Model

Arabic Character Model Arabic Language Model Arabic Rejection Model

…

Frontend
Universal text detector

Backend
Language grouped

text decoder



Read API – Available in Cloud and on-Prem

Analyze
Analyze 
Result

Done?Operation Id
Status

No

Yes Results in 
JSON format

API Key API Key

HTTPS

Delete 
customer data Delete results

Optional: Virtual networks, IP firewalls, and private endpoints 

• Supported file formats: JPEG, PNG, BMP, PDF, and TIFF

• For PDF AND TIFF, up to 2000 pages are processed. For free tier subscribers, only the 

first two pages are processed.

• The file size must be less than 50 MB and dimensions at least 50 x 50 pixels and at most 

10000 x 10000 pixels.



Mixed Languages Comparison (Example)

Other OCR auto mode Microsoft OCR auto mode



Read 3.0+ Examples

1. Text in documents

2. Text in the wild

3. Languages



Images in the Wild 



Documents



Documents…



Visuals…



Mixed Languages…



Document 
Understanding

(Form Recognizer 
API)



Form Recognizer
Data extraction in any business process that intakes forms and outputs structured data

Layout Prebuilt[s] Custom



An Atypical Language Understanding Problem 

Not all documents can 
have a clear read 
order… Can we still 
extract knowledge like 
key-value pairs?  



29

Visual Linguistic Tasks 

Visual Question Answering Image-Text Retrieval

Referred Expression Comprehension Visual Commonsense Reasoning

Image Captioning



• VideoBERT: A Joint Model for Video and Language Representation Learning, Chen Sun, Austin 
Myers, Carl Vondrick, Kevin Murphy, Cordelia Schmid, ICCV 2019.

• ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language 
Tasks, Jiasen Lu, Dhruv Batra, Devi Parikh, Stefan Lee, NIPS 2019.

• LXMERT: Learning Cross-Modality Encoder Representations from Transformers, Hao Tan, Mohit 
Bansal, EMNLP 2019.

• Unicoder-VL: A Universal Encoder for Vision and Language by Cross-modal Pre-training, Gen Li, 
Nan Duan, Yuejian Fang, Ming Gong, Daxin Jiang, Ming Zhou, AAAI 2020.

• VL-BERT: Pre-training of Generic Visual-Linguistic Representations, Weijie Su, Xizhou Zhu, Yue 
Cao, Bin Li, Lewei Lu, Furu Wei, Jifeng Dai, ICLR 2020.

Some Representative Works on Visual-
Linguistic Joint Modeling 



• Yang et al.[1] presented an end-to-end, multimodal, fully convolutional 
network for extracting semantic structures. 

• Liu et al.[2] introduced a Graph Convolutional Networks (GCN) based 
model to combine textual and visual information. 

• Davis et al. [3] proposed to use relationship classifier and neighbor 
prediction networks to identify key-value pairs.

• Sarkhel et al. [4] proposed a multi-scale classification method to classify 
the visually rich document. 

Focusing More on Documents

[1] Yang, Xiaowei et al. “Learning to Extract Semantic Structure from Documents Using Multimodal Fully Convolutional Neural Networks.” CVPR (2017).
[2] Liu, Xiaojing et al. “Graph Convolution for Multimodal Information Extraction from Visually Rich Documents.” NAACL-HLT (2019). 
[3] Davis, Brian et al. “Deep Visual Template-Free Form Parsing.” ICDAR (2019). 
[4] Sarkhel, Ritesh and Arnab Nandi. “Deterministic Routing between Layout Abstractions for Multi-Scale Classification of Visually Rich Documents.” IJCAI (2019).



Document Understanding in Real World

LayoutLM: Pre-training for Text with rich Layout and Style information [1]

InvoiceReceiptFormReport

[1] Xu et al., LayoutLM: Pre-training of Text and Layout for Document Image Understanding, KDD 2020. 



• Date

• ID

• Number

• Address

• Name

• Item 

• … 

Example: Invoice Understanding 



LayoutLM Architecture

* Text embeddings initialized by BERT/UniLM

LayoutLM: Pre-training of Text and Layout for Document Image Understanding, KDD’2020, https://arxiv.org/abs/1912.13318

• Position 
Embeddings

• Image 
Embeddings

https://arxiv.org/abs/1912.13318


Pre-training Data

11 million scanned document images from IIT-CDIP Test Collection 1.0 

https://ir.nist.gov/cdip/

https://ir.nist.gov/cdip/


LayoutLMv2
LayoutLMv2: Multi-modal Pre-training for Visually-Rich Document Understanding, ACL 2021

• New self-attention 
mechanism

• New pre-training tasks

• Image features now go 
though transform layers

https://arxiv.org/abs/2012.14740


Semantic Entity 
Recognition

Form Understanding (FUNSD)
https://guillaumejaume.github.io/FUNSD/

Receipt Understanding (SROIE, CORD)
https://rrc.cvc.uab.es/?ch=13
https://github.com/clovaai/cord

Document Information Extraction (Kleister-NDA)
https://github.com/applicaai/kleister-nda

https://guillaumejaume.github.io/FUNSD/
https://rrc.cvc.uab.es/?ch=13
https://github.com/clovaai/cord
https://github.com/applicaai/kleister-nda


Document Image 
Classification

Document Image Classification (RVL-CDIP)
https://www.cs.cmu.edu/~aharley/rvl-cdip/

https://www.cs.cmu.edu/~aharley/rvl-cdip/


Document VQA

Document Visual Question Answering (DocVQA)
https://rrc.cvc.uab.es/?ch=17

https://rrc.cvc.uab.es/?ch=17


DocVQA Leaderboard

https://rrc.cvc.uab.es/?ch=17&com=evaluation&task=1&f=1&e=1 (Dec 22, 2020)

https://rrc.cvc.uab.es/?ch=17&com=evaluation&task=1&f=1&e=1


LayoutLM for Azure Form Recognizer 

2019-12
LayoutLMv1

KDD’20

2020-08
Prebuilt Invoice
Private Preview

2020-12
LayoutLMv2

ACL’21

2021-04
Language 
expansion

2020-11
Form Recognizer 2.0

Prebuilt Invoice
Public Preview

2021-03
Form Recognizer 2.1

Prebuilt Receipt
Public Preview

2021-08
Prebuilt General 

Key-Value Extraction
Private Preview

LayoutLM: Pre-training of Text and Layout for Document Image Understanding, KDD’20

LayoutLMv2: Multi-modal Pre-training for Visually-rich Document Understanding, ACL’21

TableBank: A Benchmark Dataset for Table Detection and Recognition, LREC’20

DocBank: A Benchmark Dataset for Document Layout Analysis, COLING’20

2019-03
TableBank
LREC’20

2020-06
DocBank
COLING’20

https://arxiv.org/abs/1912.13318
https://arxiv.org/abs/2012.14740
https://arxiv.org/abs/1903.01949
https://arxiv.org/abs/2006.01038


Invoice Demo



“Universal OCR” is within our reach

• Representative training data

• Scalable computing platform and training tools

• Universal text detection and mixed language/style text recognition

Document understanding – a vision/language cross-field problem 

• Joint visual/language pre-training is a powerful idea 

• Broadly applicable to many document understanding tasks 

More researches on following topics for robotic process automation (RPA)

• Page object (especially table) detection

• Table structure recognition 

• Customization

Concluding Remarks



Thank you! 

OCR Form Recognizer Contact us

https://docs.microsoft.com
/en-us/azure/cognitive-
services/form-
recognizer/overview

https://docs.microsoft.c
om/en-
us/azure/cognitive-
services/computer-
vision/overview-ocr

formrecog_contact@mi
crosoft.com

https://docs.microsoft.com/en-us/azure/cognitive-services/form-recognizer/overview
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/overview-ocr
mailto:formrecog_contact@microsoft.com

