
Kevyn Collins-Thompson

Associate Professor
University of Michigan

School of Information &
College of Engineering, EECS

Enhancing document 
representations using 

analysis of content difficulty

Models, Applications, and Insights

© 2001-21  K. Collins-Thompson



Thanks to my valued collaborators:
Rohail Syed Univ. of Michigan
Karthik Raman Cornell / Google Research
Gwen Frishkoff University of Oregon
Elliot Schumacher Carnegie Mellon / JHU
Jamie Callan Carnegie Mellon 
Maxine Eskenazi Carnegie Mellon
Sebastian de la Chica Microsoft
Paul Bennett Microsoft Research
Susan Dumais Microsoft Research
Ryen White Microsoft Research
Michael Heilman Educational Testing Service
Paul Kidwell Purdue / LLNL
Guy Lebanon Georgia Tech / Google
David Sontag MIT

KDD Doc Intelligence Aug 15, 2021                     
©  2001-2021 K. Collins-Thompson

And the KDD Document Intelligence Workshop organizers



Documents on a topic can occur at a wide 
range of reading difficulty levels

Query [insect diet]:  Lower difficulty
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Medium difficulty [insect diet]
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Higher difficulty [insect diet]  
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Users also exhibit a wide range of 
proficiency and expertise
• Students at different grade levels
• Non-native speakers
• General population

• Overall language proficiency or literacy
• Familiarity or expertise in specific topic areas
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Long-term goal:  Optimally connecting users & 
information for personalized learning and 
discovery

1. How can we create richer representations of user and 
content for supporting learning (at Web scale)?

2. How can we integrate models of human learning and 
cognition into search and recommender algorithm 
objectives, features, and evaluation?

3. How can search engine algorithms support important 
educational goals like robust long-term retention, or 
increase in curiosity…not just short-term learning?

This talk:  Analyzing content difficulty enhances document 
representations for understanding and supporting readers.
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What makes text difficult to read and understand?

Vocabulary

Syntax 

Discourse

Supporting  material

Text legibility

e.g. Sentence structure, complexity

e.g. Accompanying picture 

e.g. Coherent argument

e.g. Word frequency

Highly user-dependent

e.g. Font, formatting

User
interest

& background
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Traditional readability measures don’t work for Web 
and other non-traditional content 

• Flesch-Kincaid  (Microsoft Word)

• Problems include:
• They assume the content has well-formed sentences
• They are sensitive to noise
• Input must be at least 100 words long

• Web and other content is often short, noisy, less structured
• Page body, titles, snippets, queries, captions, …
• Health questionnaires, surveys

• Billions of pages →  computational constraints on approaches

• We focus on generative vocabulary-based prediction models that learn fine-
grained models of word usage from labeled texts

59.15]/[8.11]/[39.0 −⋅+⋅= WordSyllablesSentenceWordsRGFK
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Model 1: Vocabulary-based generative models:
smoothed unigram language models

Grade 8 document: 1500 words
KDD Doc Intelligence Aug 15, 2021                     
©  2001-2021 K. Collins-Thompson 10

Grade

1. Model each grade 𝐺𝐺𝑖𝑖 as a word
histogram 𝜃𝜃𝑖𝑖.

2.   Smooth 𝜃𝜃𝑖𝑖 by combining evidence from
nearby grades.

3. Compute the likelihood of the text
in each grade model 𝜃𝜃𝑖𝑖 .

4. Prediction:  Select the most likely grade.

 

Type Grade 1  
P(w | G1) 

Grade 5  
P(w | G5) 

Grade 12  
P(w | G12) 

the 0.080 0.090 0.100 
a 0.060 0.050 0.060 

red 0.020 0.005 0.0007 
ball 0.010 0.0001 0.00005 
was 0.010 0.010 0.200 

perimeter 0.003 0.040 0.004 
optimized 0.00001 0.002 0.010 

 

[Collins-Thompson & Callan: HLT 2004]


		Type

		Grade 1  P(w | G1)

		Grade 5  P(w | G5)

		Grade 12  P(w | G12)



		the

		0.080

		0.090

		0.100



		a

		0.060

		0.050

		0.060



		red

		0.020

		0.005

		0.0007



		ball

		0.010

		0.0001

		0.00005



		was

		0.010

		0.010

		0.200



		perimeter

		0.003

		0.040

		0.004



		optimized

		0.00001

		0.002

		0.010







Which words are most ‘distinctive’ of each  
grade in these language models?

desert 1.787

crew 1.765

habitat 1.763

butterflies 1.758

rough 1.707

slept 1.659

bowling 1.643

ribs 1.610

grows 1.606

entrance 1.604

acidic 1.425

soda 1.425

acid 1.408

typical 1.379

angle 1.362

press 1.318

radio 1.284

flash 1.231

levels 1.229

pain 1.220

grownup 2.485

ram 2.425

planes 2.411

pig 2.356

jimmy 2.324

toad 2.237

shelf 2.192

cover 2.184

spot 2.174

fed 2.164

essay 2.441

literary 2.383

technology 2.363

analysis 2.301

fuels 2.296

senior 2.292

analyze 2.279

management 2.269

issues 2.248

tested 2.226

Grade 1 Grade 4 Grade 8 Grade 12
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*These values are computed using a Fisher information-type statistic



Model 2: Estimate word acquisition events
[Kidwell, Lebanon, Collins-Thompson  EMNLP 2009, J. Am. Stats 2011]
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• Inspiration:  Dale-Chall list of 3000 words familiar to 80% of 4th -graders.

• Documents can contain high-level words but still be low–level, e.g. teaching new concepts

• (r, s) readability:
• r  :  familiarity threshold for any word

A word w is familiar at a grade if known by at least r percent of population at that grade
• s  : coverage requirement for documents

A document d is readable at level t if s percent of the words in d are familiar at grade t.

• When does someone learn to read word w ?
• Average acquisition age μw with standard deviation σw (Gaussian)
• Fit Gaussian (μw, σw) parameters for each word w
• Learn all parameters by maximum likelihood from labeled documents

• (r, s) parameters allow tuning the model for different scenarios
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The r parameter controls the 
familiarity threshold for words
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“red” “perimeter”

qRED(0.80) = 3.5 qPERIMETER(0.80) = 8.2
Level quantile for word w:  qw (r) 
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Suppose:  p(“red” | d) = p(“perimeter” | d) = 0.5
The s parameter controls required document coverage
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“red” “perimeter”

Predicted grade with s = 0.70:  8.8
Predicted grade with s = 0.50:  3.5
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Multiple-word example
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“red”

“perimeter”

“the”

“ants”
“explored”

“The red ants explored the perimeter.”

Predicted grade with s = 0.70:  5.3



Local readability for documents with varying difficulty
Movie dialogue in “The Matrix: Reloaded”

Architect’s 
speech

Merovingian
Scene (French)

[Kidwell, Lebanon, Collins-Thompson.  J. Am. Stats. 2011]
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Prediction Method

More detailed vocabulary models improve prediction 
accuracy for Web content (lower is better)
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Selected extensions for readability 
prediction methods I’ve explored

• First- vs second-language learners
[M. Heilman, K. Collins-Thompson, J. Callan and M. Eskenazi. HLT 2007]

• Rich feature spaces: vocabulary, syntax
[M. Heilman, K. Collins-Thompson and M. Eskenazi. ACL BEA workshop 2008]

• Crowdsourcing reliable difficulty labels
[X. Chen, P.N. Bennett, K. Collins-Thompson, E. Horvitz. WSDM 2013]

• Single-sentence readability (relative difficulty)
[E. Schumacher, M. Eskenazi, G. Frishkoff, K. Collins-Thompson. EMNLP 2016]
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See my computational readability survey linked on my UMichigan homepage
International Journal of Applied Linguistics 165:2 



Reading difficulty provides a rich new 
representation of documents, sites, and users

Level 1: Documents
• Distribution over levels
• Can find key  ‘words to learn’ 
• View change over time/ position

Level 2: Web sites
• e.g. Reading level mean and variance across site pages

Level 3: User profiles
• Reading level via user clicks, visits to documents and sites

Health article: Bronchitis, efficacy …

Di
ffi

cu
lty
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What happens when you can label billions of 
Web pages with reading difficulty metadata?
Topic drift can occur when the specified reading level changes .  
Example: [quantum theory]

Top 4 results
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[quantum theory] + lower 
difficulty

Top 4 results
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[quantum theory] + lower difficulty 
+ science topic constraint

Top 4 results
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[cinderella] + higher difficulty

Top 4 results
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[bambi]

Top 3 results
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[bambi] + higher difficulty

Top 4 results
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Adding reading level metadata to existing topic 
predictions helps model user and site expertise
[Kim, Collins-Thompson, Bennett, Dumais WSDM 2012]

• Four features:
• Reading level

1.   Expected reading level E(R)
2.   Entropy H(R) of reading level distribution

• Topic
3.   Top-K ODP category predictions
4.   Entropy H(T) of ODP category distribution

• Applications:
• Classify expert vs non-expert sites and users
• Better personalization features for search
• Better click entropy prediction from topic/RL entropy
• Spam/content farm detection
• Detecting difficult tasks for users
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Reading level and topic entropy features can help 
separate expert from non-expert websites
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[Kim, Collins-Thompson, Bennett, Dumais WSDM 2012]
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Reading level and topic entropy features can help 
separate expert from non-expert websites
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[Kim, Collins-Thompson, Bennett, Dumais WSDM 2012]
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From search sessions with 
unusually high difficulty:
> 4 levels deviation from
user’s average

‘Stretch’ tasks:  what are people searching for when they 
deviate from their typical reading level profile?
[Kim, Collins-Thompson, Bennett, Dumais: WSDM 2012]

Medical tests
College entrance

Gov’t forms
Job search

Financial aid

Based on two months of Bing traffic. 

Highest association with 
stretch reading

Title word Log ratio
tests 2.22
test 1.99
sample 1.94
digital 1.88
options 1.87
aid 1.87
effects 1.84
education 1.77
forms 1.76
plan 1.74
pay 1.71
medical 1.69
learning 1.62

Future work:

1. Identify & predict stretch tasks
2. How/when to provide support?

3. Find helpful alternatives
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Adding reading level metadata improves click models for ranking.
Users can be misled by a mismatch between snippet difficulty & page difficulty
[Collins-Thompson, Bennett, White, de la Chica, Sontag, CIKM 2011]

Snippet Difficulty: Medium

Click!

Retreat!!
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Users abandon pages faster when actual page is more difficult 
than the search result snippet suggested  

Page harder than its 
result snippet

Page easier than 
its result snippet

Future goal:
Expected snippet difficulty 

should match the 
underlying document 

difficulty
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Personalizing Web search by reading level
[Collins-Thompson, Bennett, White, de la Chica, Sontag, CIKM 2011]

0

1

Desired reading level

Content 
reading level

Re-ranker

User history

User and Intent
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A simple generative user model combines reading 
levels of previous clicked documents in the session

insect diet

grasshoppers

insect habits

User reading 
level distribution

Document
level distribution

Grade 2

Grade 3

12345

12345

12345
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Which features could help personalize? 

• Content
• Page reading level.   (query-agnostic)
• Result snippet reading level.    (query-dependent)

• Query
• Length in words, characters.
• Query term reading level.

• User Session
• All queries since last >30 min of inactivity.
• Pages with satisfied clicks.  

Assumption: user likes results <=  their desired level
• Interaction features

• e.g. Snippet-Page difference in reading level.
• Variance of the above features.
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What types of queries are helped 
most by reading level 
personalization? 

• Gain for all queries; varied with query subset 
• Any gain ≥ 1.0 over production is notable.
• Science queries benefited most.

• Net +1.6% of all queries improved at least one rank position in satisfied click
• Large rank changes (> 5 positions) more than 70% likely to result in a win

Point-Gain in Mean Reciprocal Rank of last satisfied click
relative to Bing production baseline.

Gain from general relevance features:  + 0.5
Gain from personalization features:      + 0.7
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Using reading level and word acquisition models to 
optimize search ranking for human learning
[Syed & Collins-Thompson, SIGIR 2017]

Key idea: 
Optimize retrieval through the cognitive lens of the user
• Define representation of user's knowledge state
• Estimate prior and goal knowledge states
• Specify a cognitive model of how information affects 

the user's knowledge state.
i.e. how the user learns from the presented information

Student Search 
System

Cognitive 
Model
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Vocabulary learning from context 
for the topic “igneous rock”

[Syed and Collins-Thompson, 2017]
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Goal: Search algorithms that support effective 
vocabulary learning from context

KDD Doc Intelligence Aug 15, 2021                     
©  2001-2021 K. Collins-Thompson



Our SIGIR 2017 paper addressed the personalized 
retrieval problem in steps 3 and 4.
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Optimally connecting users with information 
for personalized learning

What should a retrieval objective for learning 
look like?  Find information that…

1. Advances an individual user's learning progress
toward a specific goal.

2. Minimizes or reduces effort toward that goal.
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Overall retrieval optimization problem: 
find an optimal set of documents D

Searching efficiently 
for optimal set D can be hard…

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝐷𝐷 𝑈𝑈 𝐷𝐷 = 𝐻𝐻 𝐷𝐷 − 𝜆𝜆 ⋅ 𝐸𝐸(𝐷𝐷)

KDD Doc Intelligence Aug 15, 2021                     
©  2001-2021 K. Collins-Thompson



Search for an approximately optimal 
document set D into two steps
(a) How many total exposures Sk for each word are 

needed for each item k to efficiently maximize 
the learning outcome?

(b) Find a 'good' set of documents that exposes the 
user to these optimal Sk per-word exposures in 
context.

(c) User effort modeled by length and reading 
difficulty of the material.
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Personalized ranking gave significantly 
better learning outcomes than generic 
search (and best overall)

Measure Web
(n=290)

Non-Personalized 
(n=290)

Personalized
(n=283)

p-value

Absolute Learning Gains 1.72 1.83 1.98 p=.046

Realized Potential Learning 0.38 0.43 0.47 p=.008

Learning Gains/ 1000 
Words

0.11 0.25 0.35 p<.001

Type of Test: Kruskal Wallis H Test - Omnibus
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Personalization helps long-term learning, confirmed also in:
CHIIR 2018: Exploring Document Retrieval Features Associated with Improved 
Short- and Long-term Vocabulary Learning Outcomes 
[Syed and Collins-Thompson, 2018]



Adaptive Learning for Reading Comprehension:
Gaze classifier tracks reading fixations, generates 
adjunct questions for the reader
[Syed, Collins-Thompson, Bennett, Teng, Williams, Tay, Iqbal. WWW 2020]
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Attention is approximately quantified by Normalized 
Number of Fixations (per word) in content window:
Fixation types: skimming, reading, regression
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SKIM

SKIM

SKIM

SKIM
SKIM
READ

NNF: 0.22

NNF: 0.05

NNF: 0.08

NNF: 1.31

NNF: 0.13
NNF: 0.06

Regression fixations [RED] indicate material that a user had to go back and re-read



Easy questions are generated 
from content read more closely
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Automatic question: What was the name of the mission…
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Automatic question: What indicated the guidance computer could
not complete all of its tasks in real time?



Difficult questions are generated 
from content that was skimmed
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Automatic question: Where was the landing broadcast?



Most significant learning effects were detected in the long-
term condition, especially for low-knowledge learners
[Syed, Collins-Thompson, Bennett, Teng, Williams, Tay, Iqbal. WWW 2020]

• Key takeaway: always have a delayed post-test!
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Selected next steps

1. Domain-specific, personalized measures of content difficulty.
2. Modeling desirable difficulty in content.
3. Search and recommendation for educational videos.

a. Multi-modal documents: transcript, slides, lecture images, audio, supporting 
materials…
b. Local difficulty and complexity in lecture segments
c. Lots of business applications also: connect with OCR

4. Deep learning models of contextual informativeness.
a. Finding supportive text for learning new concepts.
b. Curriculum learning for machine readers.
c. Explainable models.

Our basic statistical readability models are available via REST API
for non-commercial research use:

api.dscovar.org
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Contact: Kevyn Collins-Thompson             kevynct@umich.edu
Readability API: api.dscovar.org
Homepage: www.umich.edu/~kevynct

1. Develop richer representations of users and content to support learning.
2. Integrate rich models of human learning into search and recommender 

algorithm objectives, features, and evaluation.

3. Continue developing reliable automated methods for explicit and 
implicit assessment of difficulty and learning during interaction.

4. Aim for robust long-term retention, not just short-term learning.

Long-term: Modeling content difficulty 
for better support of human learning

This research supported in part by the Institute of Education Sciences, U.S. Department of Education, through Grant R305A140647 to the University 
of Michigan. The opinions expressed are those of the author and do not represent views of the Institute or the U.S. Department of Education.
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