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“By consensus within the electronics industry, design verification burns 70% or more of the development cycle.”
Raynaud, Alain. ElectronicDesign (2013)

“Industry studies reveal that as much as 50% of the total schedule is being spent in verification.”
Damiano, Robert, et al., DATE (2004)

“… up to 60% of the design cycle of a modern SoC consists of verification activities.”
Harris, Christopher B. and Harris, Ian G., DAC (2016)

Design Verification is time-consuming due to huge manual effort

Background Work
Verification in EDA

Automation in defining verification collateral can reduce manual effort
Generate automatically checkable formal properties from natural language specifications
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SpecToSVA - Overview
Problem and Proposed Solution

Specification Doc(s) (English)
(process)
Circuit (RTL) Design

RTL

Verification Items 

Requirement Doc (English)

SVA Test case / checkers

Do verification 
ü Debug
ü Check Quality of Results 

(process)
Verification

Review/Revise

(process)
Specification Design

Problem

IP engineers create “Verification Items” manually.
• From Requirements Doc to Specification Doc
• From Specification Doc to RTL/Verification Items
Huge time and effort to :
• Create/review “IP verification Items”
• Errors in human translation causes re-spin/delays

Solution

ML/Natural Language Processing-based solution to:
• Automatically synthesize formally checkable properties
• Do so with real-world QOR metrics
• Provide work-flow to iteratively improve QOR
• Deliver as secure cloud-solution (SaaS model)
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SpecToSVA Architecture
System Architecture and execution flow for each sub-problem

• Automatically synthesize verification 
items.

• Provide work-flow to iteratively 
improve QOR.

• Constituency Tree is enhanced using 
a custom NER model.

• SVAT: NER correspondence between 
English and SVA languages.

• Token Replacement: OOV markers.
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Sentence Classification
Explanation with an example

Sentence Classification [1] technique uses disagreeing heuristics to estimate marginals

Has identifiers?  

Similar to template? 

Contains “must”?  

Probability of being assertion = 0.75

Yes

No

Yes
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Sentence Analysis
NER Detection and Enhanced Constituency Tree Generation

Create a modified constituency tree from an English sentenceSelf-attentive parser [2]
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DNN Model Training
SPINN based DNN for Generator and Pointer Network

Probabilistic Parser (SPINN [3])

Generate translation tokens

Generator Network 
• Buffer and transitions (Encoder) and corresponding target lang 

(Decoder)
• Learns the structure of target language from the source lang
• Output has OOV (NER) tokens and SVA (ops/fn/const)
• Buffer has token positions of English language words

Pointer Network
• Works similar to Generator Network 
• It learns the relative positions of OOV (NER)
• Training data comprises of English and corresponding SVA 
• Buffer has token embeddings of English language words

Transitions 
• Post-order token sequence of updated constituency tree
• Every POS tag of constituency tree is a transition
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Translation Process - Overview
Example to explain the translation process

“A value of 2’b11 on awburst is not permitted when awvalid is high”English Assertion

Parse Tree

assert property (!(awvalid == 1) || (!(awburst == 2b’11)));SystemVerilog Assertion

Sentence Encoder

Data & Rules

Assertion Decoder

NER 
(CONST)

NER 
(VAR)

NER 
(VAR)

Constituency Tree

Predict SVA Structure 

Predict NER positions
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Experimental Results
Example Translations

Examples of English sentences translated to SVA
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Experimental Results
Performance and QoR

Quality of results on internal data

Quality of results on commercial IC Specifications
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Conclusion and Future Work

• Conclusion
–SpecToSVA provides a complete flow for IC designers and verification engineers to identify potential 

verification items.
–Translate those verification items to formal language models i.e. assertions or checkers. 
–Experimental results support the utility of SpecToSVA 

–Different commercial/public IC design specification documents 
–Reasonable precision that significantly improved the productivity of verification engineers.

• Future Work
–Find co-references between two or more sentences that can potentially be used for translation; 
–Combine and/or re-write those sentences that can be consumed by SpecToSVA for translation 

purposes.

What do we have currently, and what we want to achieve in future?
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