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 Document Digitization 

 Optical Character Recognition 

Search, Summarization 



However, OCR on scanned Docs is far from 

ideal

This is due to the noise in those documents



Errors in OCR Process Hampers 

Downstream NLP tasks

Cannot mine Information

From Documents Accurately



Simulate OCR Noise

Improve performance

on Noisy Data
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Genalog

synthetic documents 

degradations

Azure OCR

text alignment i

https://microsoft.github.io/genalog/



Genalog



Text 

Alignment

RETAS method 100x∗

Text Alignment Label Propagation

A Fast Alignment Scheme for Automatic 
OCR Evaluation of Books. And we found similar results in our experiments.

https://ieeexplore.ieee.org/abstract/document/6065412
https://microsoft.github.io/genalog/text_alignment.html
https://microsoft.github.io/genalog/ocr_label_propagation.html
https://ieeexplore.ieee.org/abstract/document/6065412




Seq2Seq

• Suffers with long sequences

Bi-LSTM prediction

• Character shift problem

Action prediction

• Our approach
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Nev ork is onderful



N e v Y o k i s

R w

1d convolution

Char fully connected

Action fully connected

Char embedding





​Dataset Degradation Type​

OCR Accuracy Reconstruction 

Accuracy

Char Word Char Word

CoNLL 2012​ All Degradation Light​ 0.986 0.927 0.991​ 0.962

CoNLL 2003​ All Degradation Light​ 0.989 0.942 0.994​ 0.969

CoNLL 2012​ All Degradation Heavy​ 0.900 0.661 0.907​ 0.732

CoNLL 2003 All Degradation Heavy 0.900 0.646 0.903 0.700



​Dataset Degradation Type​
NER on

Clean Text

NER on 

Degraded Text

NER on 

Restored Text

Relative Gap 

Reduction

CoNLL 2012​ All Degradation Light​ 0.832 0.783 0.819 73%

CoNLL 2003​ All Degradation Light​ 0.860 0.820 0.841 52%

CNN Daily Mail All Degradation Light 0.989 0.590 0.895 76%



synthetic images 

degradations

 Action prediction character shift 

problem

synthetic data

restore the text from OCR errors

significantly reduces

downstream NER task



Checkout Genalog and give it a like 

Give our Paper a read 

Connect with us ☺
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