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ABSTRACT
Flowcharts are a very popular type of diagram in many kinds of

documents, conveying large amounts of useful information and

knowledge (e.g. on processes, workflows, or causality). In this paper,

we propose FlowchartQA – a novel, and first of its kind, large scale

benchmark with close to 1M flowchart images and 6M question-

answer pairs. The questions in FlowchartQA cover different aspects

of geometric, topological, and semantic information contained in

the charts, and are carefully balanced to reduce biases. We accom-

pany our proposed benchmark with a comprehensive set of base-

lines based on text-only, image and graph and qualitative analysis

in order to establish a good basis for future work.
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1 INTRODUCTION
Flowcharts and other graph-like charts are very valuable sources

of information used to intuitively communicate complex processes,

guidelines, workflows, systems and algorithms. They contain text,

use various shapes, such as rectangles, ovals, diamonds, and can

have directed edges to define sequence or flow, or undirected edges

to define relations. Since they are easy to understand by both tech-

nical and non-technical people, they are widely used in numer-

ous fields such as science, education, engineering, manufacturing,

healthcare, finance, sales and marketing. Machine understanding of

such rich visual information would enable easy, focused access to a

large amount of relevant valuable data for automated knowledge

extraction systems.

Inspired by recent advances and successes in addressing language-

vision problems, we introduce FlowchartQA – a first of its kind

benchmark for question answering on flowcharts.
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The main contributions of our paper are:

(1) Large flowchart dataset with ground truth and QA annota-

tions;

(2) Code for controlled generation of diverse graph charts cou-

pled with various question types that can potentially be

adapted to generate data relevant for a specific target task;

(3) Three neural baseline approaches for the multiple choice

visual QA task over flowcharts: based on text transformers

and a combination of text and visual transformers.

The rest of the paper is organized as follows. We start by pro-

viding an overview of the relevant related work. Then we describe

the benchmark flowchart QA dataset and give the details of the

generation process. After this we provide the details of the con-

sidered neural network approaches for addressing the visual QA

over flowcharts problem. We also describe, analyze and discuss the

results from the experimental evaluation and round up the paper

with a conclusion.

2 RELATEDWORK
2.1 Visual QA datasets and algorithms
Generally, visual question-answering (VQA) was developed for

natural images [17, 16, 15] , but was recently applied for documents

with figures and diagrams. Among the first and important works

is FigureQA [6], addressing the task of analysing different types

of charts in the documents, by introducing a large synthetic chart

dataset for training. This work uses CNN and LSTM architectures to

encode image and text and a classifier for (binary) question answers

based on these representations.

Another synthetic dataset, focusing on the bar charts, was in-

troduced in DVQA [5]; this work also introduced a neural model

for question answering on charts, involving again CNN and LSTM

and relying on high-quality OCR; in particular it enables to extract

tabular data by appropriate sets of questions. Recently, PlotQA [10],

brought the synthetic graphics closer to real world by using real

tabular data to generate the figures for training.

2.2 Multi-modal Transformer-based VQA
architectures

Transformers [13] recently were used in computer vision as alter-

natives to CNNs and have been used extensively for vision tasks

such as the Vision Transformer (ViT) [4] In particular, they find

applications in VQA domain: [2] use layout-aware transformers to

answer questions by utilizing the scene text in the image, and [11]

integrate BERT (a transformer-based language network [3]) for

embedding text with convolutional models to represent images.

Another use of a language based model was shown in [9], where

the GPT2 model [1] has been used as the decoder to facilitate

image captioning tasks. This and other multi-modal architectures

1
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integrating Transformers for combined Vision-Language tasks [12,

8, 7] have also shown great benefits of such multi-modal Vision-

Language models for visual reasoning and question answering.

Following this line of research, we use ViT for producing visual

representations of the flowchart images in our baselines.

3 DATASET
We introduce a large, novel, synthetic dataset for question answer-

ing and reasoning on flowcharts. Our dataset comprises images of

flowcharts together with annotations of the underlying data, the

bounding boxes and outline polygons of nodes and edges, textual

labels and the adjacency matrix of the depicted graph. We also

provide questions, answers and multiple choice answer candidates,

covering a large number of graph properties.

The dataset creation process is fully automatic which allows us

to create large-scale datasets and parameterized so the creation

process can be adapted to different domains.

Question Answer Answer candidates

How many nodes are in the graph? 8 6, 3, 12, 8, 9

Do all nodes have the same style? No Yes, No

Is <submetallic> below <bicapsular\nfastened> on the image? Yes Yes, No

Figure 1: Example flowchart image with QA annotations

3.1 Graph generation
The first step is the generation of a graph which can be parameter-

ized in multiple ways. Among others, we control for the maximum

number of nodes and edges in the graph, the maximum degree of

each node and whether edges are directed or undirected. Edges can

have textual or numeric labels or be unlabeled and nodes and edges

can have different styles.

To generate a graph, a random number of nodes is generated

within the selected range and node labels are drawn from the pro-

vided vocabulary. Edges are then randomly added to the set of nodes

according to the constraints given by the generation parameters

and edge labels are generated. The generated graph is laid out and

rendered using the graphviz dot engine
1
.

3.2 Ground truth data
Precise node bounding boxes can be obtained directly as an artefact

of the rendering process. Getting ground truth data for edges ismore

challenging, as theymay be curved and intersecting other edges and

nodes. From graphviz, we obtain polygons roughly enclosing the

edges; for exact binary images depicting the edges we additionally

render the flowchart images in color and extract the edgemaps. We

provide the bounding boxes obtained from the graph rendering

process as ground truth in the dataset.

3.3 QA generation
For each graph, we generate questions and answers for a large

number of question templates. There are binary questions, ques-

tions that require a numerical answer and questions that can be

answered with a node label. We categorize the questions into three

categories, geometric, topologic and semantic based on the knowl-

edge they require to answer them. The full list of questions can

be seen in Table 1. The generated graph is loaded into networkx
2

which allows us to analyze its topology and answer the questions.

Due to the randomness in the generation process, the resulting

dataset can be imbalanced in several ways. Some questions like How
many strongly connected components are in the graph?
are based on features we do not directly control for and will have a

different amount of instances per distinct answer. Binary questions

have only two answer types while questions that can be answered

with a node label have many distinct answers with few instances

each. In order to balance the dataset, we sub-sample the questions

and answers in several ways:

(1) For questions with a relatively small number of distinct

answers (i.e. questions which are not asking for a node

label), we subsample the number of instances of each dis-

tinct answer to match the one with the least instances. In a

second step we subsample the number of instances of each

question to the question with the least instances.

(2) For questions with many distinct answers (i.e. questions

which are answered with a node label), subsample distinct

answers until the number of instances matches the question

with the least number of instances.

After balancing the dataset, we generate negative answer candi-

dates for multiple-choice question answering. Depending on the

question type, we use one of two strategies to sample difficult to

answer candidates.

• For questions where the answer is a node label, pick up to

n-1 node labels from the same graph.

• For all other questions, sample up to n-1 answers from the

space of all answers for the same question in the dataset.

1
https://graphviz.org/

2
https://networkx.org/

2
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Question

g
e
o
m
e
t
r
i
c

1. Is <> above <> on the image?

2. Is <> below <> on the image?

3. Is <> to the left of <> on the image?

4. Is <> to the right of <> on the image?

5. What is the bottommost node on the image?

6. What is the leftmost node on the image?

7. What is the rightmost node on the image?

8. What is the topmost node on the image?

t
o
p
o
l
o
g
i
c

1. Are there any two inverted edges?

2. How many edges are in the graph?

3. How many nodes are in the graph?

4. How many steps are in the shortest path between <> and <>?

5. How many strongly connected components are in the graph?

6. Is <> a direct predecessor of <>?

7. Is <> a direct successor of <>?

8. Is <> in the graph?

9. Is there a node directly connected to itself?

10. Is there a path starting from <> and ending at <> using <>?

11. Is this a directed graph?

12. Is this an undirected graph?

13. What is the diameter of the graph?

14. What is the eccentricity of <>?

15. What is the maximum degree of nodes in the graph?

16. What is the node with the maximum degree in the graph?

17. What is the radius of the graph?

18. What is the state reached if <> is equal to <>?

s
e
m
a
n
t
i
c

1. Can we reach <> if <> is equal to <>?

2. Can we start from any node and arrive at any other node in the

graph removing edge <>?

3. Do all nodes have the same shape?

4. Do all nodes have the same style?

5. Do we directly reach <> if <> is equal to <>?

6. Does <> connect <> with <>?

7. How many neighbors can be reached starting from <>?

8. Is <> connected to <>?

9. Is <> directly connected to <>?

10. Is it shorter to get from <> to <> if we go through <> than if we go

through <>?

Table 1: Questions by question type

Using this strategy, we create a benchmark dataset of 5,964,647

questions and 992,057 images for training, 610,309 questions and

99,284 images for validation and 585,179 questions and 99,139 im-

ages for testing. It contains directed and undirected graphs with

8 to 16 nodes and 12 to 24 edges. Nodes styles are either solid

rectangles or two or three randomly selected different node styles.

Node labels contain one to three words sampled randomly from the

vocabulary. Edges are either solid lines or randomly drawn from

two different node styles. Edge labels can be empty, numeric or

textual in which case they are represented by a single word drawn

from the vocabulary.

The number of generated images is evenly distributed across

all parameters and the vocabularies of the train, val and test splits

are disjunct. We generate up to four negative answers for each

question. An example of an image with QA annotations can be seen

in Figure 1.

4 BASELINE METHODS
We implement three models using different input modalities to

establish baseline performance for the visual QA task on our dataset.

4.1 Text-only baseline
For our first baseline we fine-tune a transformer network which

only uses the question and answer candidates as inputs. Each an-

swer candidate is concatenated separately with the question and

encoded by our model for which we use the Bert [3] model archi-

tecture. After encoding, we obtain a probability distribution over

the answer candidates using a linear layer. We include this model

to disclose to what extent answering the questions truly requires

seeing the flowchart; we use it as a sanity check for biases in the

questions and answers of the dataset.

4.2 Image-based baseline

question answer 1

question answer 2

question answer 3

question answer 4

image 
input

text 
input

image 
transformations

ViT Encoder

language encoder 
(BERT)

multi-modal 
attention, detailed 
in Figure 3

Classifier 
head 
(MLP)

distribution 
over possible 
answers

a1

a2

a3

a4

tokens of 
16x16 pixels

question answer 5 a5

(196+1)*feature_size
image representation  

concat

Figure 2: Architecture of the image-based baseline. Themulti-
modal attention is described in Figure 3

ViT 
encoder

multi-head 
cross-attention

key 

value

query

multi-head 
self-attention

key 

value

query

feed-
forward

modified BERT transformer

image 
embedding

image

text ෠𝑋𝑙
𝑋𝑙

Figure 3: Cross-attention mechanism. A multi-head cross-
attention layer is added to each layer of the text classifier to
allow it to attend to the features of the visual encoder. The
figure depicts the integration into a single layer of the textual
encoder.

The image-based baseline (Figure 2) uses two input modalities,

namely the image and the question and answer candidates. Each im-

age is rescaled to 224x224 pixels and a visual embedding is extracted

from a grid of 14x14 patches using the Vision Transformer [4] model.

The transformer architecture diagram is given in Figure 3. We in-

gest the multi-modal input by utilizing the the same text encoder

model as in the text-only baseline but allow it to attend to the image

features to answer the question. For that purpose, we add a multi-

head dot-product attention layer (Figure 3) after each self-attention

layer in the text classification model.

4.3 Graph-based baseline
Our graph-based baseline has access to the underlying graph as well

as the question and answer candidates. We use another transformer

3
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model, accepting graph nodes and edges converted into tokens, to

represent the graph structure and combine it with the text input

using the same text transformer model with cross attention (Figure

3) as in the image-based baseline. Each node is represented by

its label and the labels of the nodes that can be reached from it.

To allow the model to learn spatial features, we add sinusoidal

coordinate embeddings representing the position and size of each

node [12]. The final graph representation is obtained from the

[CLS] embedding of each node (please refer to the [3] for details).

4.4 Implementation Details
We use the huggingface transformers library [14] for implementa-

tions of the transformer models. The textual encoder models are

initialized with pre-trained Bert weights
3
and the visual encoder

with pre-trained Vision Transformer weights
4
We train all of our

baseline systems on the training split for up to three epochs and

check performance on a random sample of ten percent of the vali-

dation split five times per epoch for early stopping. Training stops

early if no improvement is observed in the last three validation

runs. Each model was trained with cross entropy loss and Adam

optimizer with a learning rate of 10
−5

and a batch size of 256 on

an NVIDIA RTX A6000 GPU.

5 RESULTS
The results on the best model configurations can be seen in Table 2

and detailed results for individual questions by question type in

Figure 4, Figure 5 and Figure 6, where numbers on the horizontal

axes refer to the questions in the geometric category in Table 1.

Question type

Model (Accuracy)

Random Text-only Image-based Graph-based

geometric 26.38 29.17 63.05 86.37

topological 31.27 32.61 75.65 72.45

semantic 40.33 44.33 75.81 79.51

overall 32.82 34.96 72.89 77.42

Table 2: Results of the baseline systems by question type

6 CONCLUSIONS
In this paper we have proposed FlowchartQA – a new, and first of

its kind, large scale QA benchmark for reasoning over flowcharts.

It is automatically and rigorously balanced to reduce biases that

would allow significantly deviating from chance performance if at-

tempting to answer the questions without regarding the respective

flowcharts.

Our findings motivate interesting vision tasks to be explored

further by the computer vision community. Despite clearly far from

random performance reported for our best baselines using some of

the latest computer vision tools, such as vision transformers and

proposed text-vision and text-graph cross-attention scheme, our re-

ported results indicate that the flowcharts QA task on FlowchartQA

is yet far from being solved.

3
https://huggingface.co/bert-base-uncased

4
https://huggingface.co/google/vit-base-patch16-224-in21k
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Figure 4: Accuracy of the best performing models on the
geometric questions.
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Figure 5: Accuracy of the best performing models on the
topological questions.
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Figure 6: Accuracy of the best performing models on the
semantic questions.

Additional future work directions to extend the proposed bench-

mark include: introducing additional tasks (e.g. flowchart compo-

nents detection and segmentation), introducing domain special-

ization by generating chart styles and content specific to certain

knowledge domains (e.g. biology, chemistry, computer science, etc.),

and extending the tasks and analysis to few-shot or zero-shot (com-

pletely unseen) question types.
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