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ABSTRACT

Text line detection from OCR detections is an essential step in many
information-extraction processes, particularly when working with
unstructured documents such as purchase receipts, where utilizing
this information is crucial for matching key-value pairs that are on
the same line. Existing models, however, are limited to structured
documents and do not generalize well to unstructured ones. To
address this issue, we have created a GNN-based line detection
model that is optimized for receipt-layout documents. Experiments
show that the proposed method outperforms other approaches in
accuracy, processing time and resource consumption.

1 INTRODUCTION

In recent years, information extraction from documents has gained
prominence. Advances in Natural Language Processing and Com-
puter Vision facilitate the creation of Document Intelligence sys-
tems that can outperform human workers in this task [4, 9, 20].

Most of these systems use an OCR engine to extract individ-
ual text segments (typically at the word level) and then a layout
extraction stage to detect lines, columns, or paragraphs in the docu-
ment. In unstructured documents, such as purchase receipts, where
key-value pairs are typically separated by tabs or broad spaces and
printed on the same line, line detection is crucial for comprehension.

Multiple line detection models have been created in recent years
in an attempt to handle this problem accurately and effectively.
[6, 12, 14, 19]. In fact, the majority of OCR engines provide line
predictions alongside text segment information, although their
precision is restricted. Other models work directly over the images
and provide line-level polygon detections [6, 12], obviating the
requirement for an OCR engine, but are inapplicable to systems
that require word-level information.

Recently, new approaches have been developed to group by lines
the OCR engine’s recognized segments. In addition, several Graph
Neural Networks (GNNSs) are built on this method, which has been
proved to be effective for link prediction tasks. [6, 14]. However,
these models are only applicable to structured documents, where
the layouts are constant and some assumptions such as the inter-
word distance can be done (for instance scientific papers or tabular
documents). Thus, they do not generalize well to complex layouts.
To the best of our knowledge, there is no published study focused
on unstructured documents.

To meet this demand, we built a fast and accurate GNN-based line
detection model for receipt-layout documents. Our work mainly
contributes:

o Custom nodes features extracted from the rotated bounding
boxes of the segments.

o Edge sampling strategy optimized for improving the connec-
tivity on unstructured documents.

“A patent has been applied for that covers the subject matter described in this article.

e Graph Attention Layers (GAT) based GNN architecture with
residual connections and a global document node for en-
hanced performance.

e Optimized connected components algorithm for clustering
the GNN predictions.

In the experiments, we show that our model outperforms other
approaches in accuracy, processing time, and resources.

2 RELATED WORK

Multiple competitions and datasets have been published reflecting
the increasing interest in text line detection. [5, 13, 22, 23]. We can
distinguish two research lines: single-stage models based on image
detection and/or segmentation, and models that operate over OCR
detections, mostly based on GNNss.

2.1 Line Detection based on image segmentation

In [12], the authors offer a semantic segmentation-based approach
to assess document layout, where a pixel-wise classification map is
constructed for the layout and a task-dependent post-processing
step generates a polygon bounding box from the binary map. An-
other image-segmentation-based approach for historical line recog-
nition is [6]. A modified version of UNET [15], ARU-Net, classifies
pixels as baseline, separator, etc. As a second stage, postprocess-
ing steps are introduced to convert the labeled pixel maps into a
polygon for the required baseline. In recent years, there are other
relevant approaches [1-3, 7, 11]. Besides, in this category, we can
also find models based purely on image detection, but they are
more oriented towards tabulated formats, such as tables. This is
the case of [17], authors offer a two-model technique. First pre-
dicts table grid pattern and splits cells. The second predicts which
cells to merge for more complex layouts. Also, in [16], they use
deformable convolutions to recognize specific regions in a table,
similar to FasterRCNN.

2.2 Line detection based on GNN's

In [14], the authors present a GNN-based approach for recogniz-
ing cells, rows, and columns in tabular documents based on OCR
detections. As input features, they employ image features derived
by a CNN, positional features from the OCR bounding box, and
segment length. After processing the nodes’ features with the GNN,
they sample pairs of nodes that could be connected for each task
and apply edge prediction to determine the links between the seg-
ments. Another GNN-based model is presented in [19], but for line
and paragraph detection in multi-column structured documents.
From the OCR bounding box and line predictions, they first broke
multi-paragraph lines and then clustered them into paragraphs. A
different approach is followed in [10], where lines and paragraphs
are detected at once. Starting with OCR bounding boxes, they use
a GNN to enrich node features and then evaluate three types of
connections: if the first box is above, below, or on the left of the
second. All of these models are focused on locating relations over
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structured documents, where there are limits for word spacing, and
are therefore unsuitable for unstructured text.

3 METHODOLOGY
3.1 Problem Definition

Given a list of text segments generated by an OCR engine from
a receipt-layout document image (such as a purchase receipt), is
to group the segments that belong to the same text line. The only
available information for each segment is the text string and the
rotating bounding box. The document depicted within the image
may be slightly rotated and may contain flaws such as creases or
ripples.The considered use case is illustrated in Fig. 1.

‘OCR engine F L Line detection model

Figure 1: The left image shows an incoming purchase receipt.
First, the OCR engine detects the text segments (blue boxes
in the middle image). Next, the line detection model groups
the segments by line (linked boxes in the right image).

We describe some of the inherent difficulties of the task. First,
since we are dealing with unstructured texts, we cannot assume
any distance limits between neighboring segments that belong to
the same or adjacent lines. Additionally, the documents may exhibit
some 3D rotation relative to the camera. This adds complexity not
only to the edge sample phase, but also to the node feature selection,
as more variables must be considered. In addition, the OCR module
has flaws and inconsistencies, such as typographical errors in the
detected text segment, noisy bounding boxes, repeated detections
and missing detections.

3.2 Proposed Method

Our proposed method is based on Graph Neural Networks (GNNs),
as shown in Fig. 2. Reasons include:

e The problem can be treated as a link prediction task in which
the objective is to anticipate a relation between two (spatial)
segments that should be linked together. GNNs work well
for this task.

e Documents may have dozens or hundreds of segments. Meth-
ods based on fixed input sizes, like Fully Connected Neural
Networks (FCNN), are not suited.

o The number of connections to evaluate can be limited based
on the box coordinates, accelerating the inference.

3.2.1 Feature Extraction. From the two sources of information
available for each segment (the bounding box and the text string),

we discard the text information, as we believe there is no generaliz-
able relationship between the text of two segments that can help
to automatically determine if they are on the same line and it can
produce overfitting. This way we also mitigate the impact of the
text errors coming from the OCR.

Regarding the bounding box, we select the following features:
left and right center coordinates, and the angle of the bounding
box in radians, between -P1/2 and PI/2. Notice that using the left
and right center we are losing the information related to the height
of the bounding box. We do this on purpose, as we observed that
the model tended to overfit using this feature. We normalize both
centers using the width of the document, as it is the most stable
dimension. Finally, the features are concatenated to generate the
embedding (with 5 float values).

3.2.2 Edge Sampling. The GNN uses the edges to accomplish mes-
sage passing, while the edge prediction head uses them to create the
final predictions. Consequently, it is essential to choose a sampling
function that includes all possible true positives. Due to the fact that
we are working with extremely unstructured texts, we cannot rely
on the typical sampling functions, such as k-nearest neighbor or
beta-skeleton, ([10, 14, 19]), as they are prone to miss connections
between distant segments.

Thus, we developed a custom sampling function to ensure that all
the segments in the same line are connected: an edge from segment
A to segment B is created if the vertical distance between their
centers (C) is less than the height (H) of segment A by a constant
(K) (Eq. 1). We set this K constant to two.

edgea_p =|C} — Cyl < Hy K (1)

3.2.3 GNN Architecture. Selecting the most appropriate type of
layer is another important step in the model design. Most of the
GNN layer implementations require an additional scores vector for
performing a weighted message passing. It decides the contribution
of each neighbor node. This adds complexity to network, as we
need to develop a module for computing the weights In our case,
the information needed for computing these weights is related to
the box coordinates, already embedded in the node features. Thus,
we select Graph Attention Layers (GAT) [18], as the weights for the
message passing are computed directly inside the layer using the
input node features. The proposed architecture is shown in (Fig. 3).
Another enhancement is the use of a global node, inspired by [21].
This node is connected bidirectionally to the rest and its feature
embedding is computed by averaging all. It has a double function
in the network: it provides some context information to the nodes,
and it acts as a regularization term for the GAT layer weights.

3.24 Edge Prediction Head. After the node features have been
passed through the network and enriched with the information
from the neighbor nodes, for each pair of segments that are con-
nected by an edge, we extract the confidence that they belong to
the same line. For this task, we first concatenate the output features
of both nodes and then process them with a MLP composed of two
linear layers with an output size of 32 and 1, respectively. After the
first layer, we apply another SiLU activation. Finally, we apply a
sigmoid function after the last MLP layer to obtain the confidences.
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Figure 2: Overview of the proposed line detection model.
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Figure 3: Proposed GNN architecture.

3.25 Postprocessing. The last stage consists of grouping the seg-
ments by line using the confidences matrix. First we binarize the
matrix using a threshold computed with a grid search over the
validation set. We considered applying the connected components
algorithm but we noticed that in most of the cases where the model
was erroneously connecting two segments, they were far away
from each other. Thus, to reduce these errors, we present a modi-
fied version, called Limited Connected Components (LCC), so each
segment can only be connected to the closest segment to his left
and one to his right. Its contribution is reported in the experiments.

4 EXPERIMENTS
4.1 Datasets

4.1.1 Private Dataset. It consists of 2733 purchase receipt images
from different countries. Receipts vary widely in height, density,
and image quality. They may contain rotation and all kinds of
wrinkles. Some examples are shown in Figure 4. The dataset also
contains the receipt region annotation, so we preprocess the dataset
for all the models by cropping the images and filtering the segments
outside the receipt. We split the dataset into training, validation
and test sets using a ratio of 70/20/10.

4.1.2  Public dataset: CORD. Consolidated Receipt Dataset (CORD)
[13] is composed of 1000 Indonesian receipts which contains images
and box/text annotations for OCR, and multi-level semantic labels.
Although it is mainly used for semantic parsing tasks such as entity
tagging or entity linking, it provides also line annotations. The
dataset is split in train (800), validation (100), and test (100).

4.2 Metrics

4.2.1 Line F1 Score. This metric is very restrictive and aims at
evaluating the number of lines that are perfectly formed, highly pe-
nalizing the rows that are split or merged with others (see Equation
2). For each predicted text line in a document, we only consider it
as a true positive (tp) if it matches exactly the ground truth line.

precision = tp/(tp + fp)
recall = tp/(tp + fn),tp + fn = num_GT _lines @
line f1 score = 2 + precfs?on * recall
precision + recall
4.2.2  ARI. The Adjusted Rand Index (ARI) [8], is more focused on
analyzing the quality of the segment clusters rather than checking

if they perfectly match the ground truth ones (Equation 3).

num_agreeing_pairs

RI = :
num_total_pairs

_ RI-—expected_RI
" max(RI) — expected_RI
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Table 1: Comparison across datasets, baseline models and the
proposed method.

Dataset
Model Private CORD CORD (priv)
FI ARl F1 ARl F1 AR
TIES [14] 0934 0946 0935 0959 0922 0.933
thegment [12] 0.946 - 0.920 - 0.896 -
Ours (orig CC) 0.977 0985 0972 0.978 0.978 0.987
Ours (LCC)  0.989 0.993 0.976 0.985 0.984 0.994

4.3 Results

We have selected two state-of-the-art and publicly available models
for benchmarking: dhSegment [12] based on image segmentation
and TIES [14], based on OCR detections and GNN. For each dataset,
we select the best weights after each epoch using the validation set.
We also test on CORD the models trained on the private dataset to
analyze their generalization capabilities.

The results collected in Table 1, show that the proposed method
highly outperforms the others in both datasets and for all the met-
rics, regarding the quality of the clusters and the number of correct
lines. These results demonstrate that using only features related
to the bounding box is sufficient to solve this task, and that the
image features (used in the TIES model) do not provide additional
relevant information (at least embedded inside nodes). Furthermore,
while the other methods perform worse in the CORD dataset when
they are trained using the private one, our model achieves even
better results, which demonstrates its capability of generalization
on unseen data. Some examples of the performance of the pro-
posed model on challenging samples from the private dataset are
presented in Figure 4, with different sizes, lengths, text densities,
rotations, and wrinkles, showing that it is able to overcome the
challenges discussed in Section 3.1.

Regarding the time consumption, we measure the total time for
processing the whole test set of the private dataset and then we
calculate the average time per image. For a fair comparison, we
also calculate the preprocessing time for all the models (including
the graph construction and the feature extraction). All the tests
were launched under the same conditions (same hardware in idle
state and batch 1). The GPU used is an NVIDIA GTX 1080 TIL The
results in Table 2, reveal again the overwhelming superiority of
the proposed method, performing 5 times faster than the others.
One of the main reasons for this difference is that our model does
not use the image, avoiding its loading and preprocessing, and the
inference of the image backbone for extracting the feature map.

Finally, we also analyze the GPU memory consumption for the
three models. Table 3 shows the proposed model is much more
efficient than the other approaches. Again, the main reason for this
difference is that our model is not using an image backbone.

5 CONCLUSIONS AND FUTURE WORK

In this work, we have addressed the problem of detecting text lines
on receipt-layout documents using the detected OCR bounding
boxes. After reviewing the state of the art, we have concluded

Figure 4: Examples of successfully detected lines on challeng-
ing cases from the private dataset

Table 2: Comparison of the processing time in seconds

Processing time per sample (seconds)

Model
Preprocess Inference + postprocess  Total
TIES [14] 0.3987 0.2946 0.6933
dhSegment [12] 0.2774 0.3950 0.6724
Ours 0.1168 0.0097 0.1265

Table 3: Comparison of the GPU memory consumption in
megabytes (MB)

Model Memory consumption (MB)
TIES [14] 4911
dhSegment [12] 8075
Ours 889

that none of the current text line detection models based on OCR
detections are suitable for unstructured documents. Thus, we have
proposed a GNN-based model optimized for this specific use case.
The capabilities and suitability of this model for the considered
task have been demonstrated experimentally: it outperforms in
accuracy, processing time and resource consumption.

Future work will focus on extending the capabilities of the model
for detecting more complex structures, such as paragraphs or se-
mantic entities. To this end new types of features will be considered,
such as text or visual features. We believe also that combining the
line detection task with other more complex ones can force the
model to have a better understanding of the document layout and
improve the results for all the tasks.
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